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Policy Brief

Das Wichtigste in Kurze

Kommunikationsplattformen wie Soziale Medien' und die psychische Gesundheit kdnnen in einem
positiven oder negativen Zusammenhang? stehen.

Je nach Nutzungsverhalten kdnnen Soziale Medien zur Identitatsbildung im Jugendalter beitra-
gen, soziale Beziehungen und das Zugehdérigkeitsgefiihl (soziale Teilhabe) starken sowie sozi-
ale Unterstutzung bieten, was das Wohlbefinden und den Selbstwert fordert.

Soziale Medien kénnen bei intensiver Nutzung?® zu Informations- und Reizlberflutung flihren.
Sie kénnen negative Emotionen hervorrufen und auch mit akuten Stresssymptomen einherge-
hen. Idealisierte Darstellungen kénnen sich negativ auf den Selbstwert sowie das Kdrperbild
auswirken, insbesondere bei jungen Frauen. Intensive Nutzung, insbesondere kurz vor dem
Schlafen oder in der Nacht, wird mit kiirzerem Schlaf und schlechterer Schlafqualitat assoziiert.
Soziale Medien kénnen weiter von Erreichbarkeitsstress begleitet werden sowie FOMO (fear of
missing out) verstarken. Sie bieten ferner Rdume fur Cybermobbing, Hassreden und sexuali-
sierte Gewalt. Negative Konsequenzen konnen u.a. eine Reduktion von Wohlbefinden und Le-
benszufriedenheit, Depressivitat und Symptome von Angst- und Essstérungen, problematische
Kdrperideale, Suizidgedanken, Aufmerksamkeitsstérungen, soziale Ausgrenzung sowie Ge-
fuhle von Einsamkeit umfassen.

Die Algorithmen sozialer Medien sind problematisch: Sie sind darauf ausgelegt, Aufmerksam-
keit zu erregen und Engagement zu férdern, was die Wahrscheinlichkeit fur die Entstehung
einer Verhaltenssucht erhdht. Die Algorithmen personalisieren die angezeigten Inhalte und pri-
orisieren diese nach der Wahrscheinlichkeit, Interesse zu wecken. Dabei bedienen sie sich auch
Vulnerabilitaten. Dies ist besonders problematisch fir gefahrdete Menschen, bspw. bei vorhan-
dener psychischer Stérung und Inhalten im Zusammenhang mit Suizid. Algorithmen sind haufig
intransparent, beglinstigen affektive Beitrdge und kénnen zur Verbreitung von Desinformatio-
nen und ideologischen Inhalten, zur Bildung von Filterblasen, Echokammern und zur Polarisie-
rung von Gruppen sowie zur Radikalisierung* beitragen.

Der Bundesrat hat ein neues Gesetz Uiber Kommunikationsplattformen und Suchmaschinen erar-
beitet und in die Vernehmlassung geschickt. Die psychische Gesundheit der Schweizer Bevolke-
rung und insbesondere der Schutz von Kindern und Jugendlichen wird im Gesetzesentwurf nicht
bertcksichtigt. Fur einen konsequenten Schutz der psychischen Gesundheit sind weitergehende
Massnahmen erforderlich.

Anbieterinnen in die Pflicht nehmen: Um schadigende Auswirkungen auf die psychische Ge-
sundheit einzuddmmen, missen Kommunikationsplattformen reguliert werden. Nutzer:innen
mussen einfach und dauerhaft die Empfehlungssysteme personalisieren und dadurch ent-
scheiden kdnnen, welche Inhalte (inklusive Werbung) ihnen angezeigt werden. Algorithmen
mussen so ausgestaltet sein, dass kein Anreiz fur eine intensive Nutzung besteht. Manipula-
tive Mechanismen mussen verboten und positive Inhalte geférdert werden. Es missen Melde-
verfahren flr schadigende Inhalte eingerichtet werden. Gemeldete Inhalte missen rasch und
konsequent Uberprift resp. entfernt werden. Verursacher miissen sanktioniert werden.
Transparenz und Monitoring garantieren: Es missen Transparenzvorschriften bestehen. An-
bieterinnen von Kommunikationsplattformen mussen Risikoanalysen durchfiihren, entspre-
chende Massnahmen ergreifen und Pflichten einhalten. Es missen unabhangige, klar defi-
nierte und transparente Kontrollinstanzen installiert werden, welche die Umsetzung prifen und
Plattformen sanktionieren kénnen. Die Forschung muss Zugang zu Plattformdaten erhalten
und so die Effekte von Sozialen Medien analysieren sowie Massnahmen vorschlagen kdnnen.
Medienkompetenz fordern: Es miUssen praventive Massnahmen zur Mitigation negativer Fol-
gen, wie beispielsweise Aufklarungs-, Schulungs- und Sensibilisierungsmassnahmen ergriffen
werden. Schulungen in Medienkompetenz und im Umgang mit Sozialen Medien fur Kinder
und Jugendliche sowie deren Erziehungspersonen (z.B. Eltern, Lehrpersonen), Unterstt-
zungsstrukturen und Sensibilisierungskampagnen flr die psychische Gesundheit im digitalen
Raum mussen verstarkt werden. Plattformen missen sich an deren Finanzierung beteiligen.
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Soziale Medien und psychische Gesundheit

Der aktuelle Forschungsstand zeigt, dass Kommunikationsplattformen wie Soziale Medien und die
psychische Gesundheit in einem positiven oder negativen Zusammenhang stehen kénnen.

Je nach Nutzungsverhalten kénnen Soziale Medien zur Identitatsbildung im Jugendalter beitra-
gen, soziale Beziehungen und das Zugehdorigkeitsgeflihl (soziale Teilhabe) starken sowie soziale
Unterstlitzung bieten, was das Wohlbefinden und den Selbstwert fordert. In bestimmten extre-
men Situationen, die mit sozialer Isolation einhergehen (z. B. Covid-19), erméglicht die Nutzung
sozialer Medien jungen Menschen, mit anderen in Kontakt zu bleiben. Insbesondere bei authen-
tischer Selbstdarstellung ergeben sich positive Effekte auf die psychische Gesundheit. Soziale
Medien bieten Zugang zu Informationen, was das Lernen und die intellektuelle Entwicklung un-
terstutzt (Butt 2020; Chen et al 2021; Colombo-Ruano & Gonzalez-Gonzalez 2022; Drazenovic
et al. 2023; Ellis et al. 2020; Erfani & Abedin 2018; Krause et al. 2019; Kusumota et al. 2022;
Marciano et al. 2021; Shankleman et al. 2021; Zhang et al. 2024; Zhou & Cheng 2022). Dabei
muss allerdings sichergestellt sein, dass die Informationen (bspw. zur psychischen Gesundheit)
akkurat sind und richtig eingeordnet resp. angewendet werden kénnen, was teilweise nicht der
Fall ist (siehe dazu u.a. Denniss & Lindberg 2025; Foulkes & Andrews 2023; Sandra et al. 2025;
Vosoughi et al. 2018; Yeung et al. 2022).

Gleichzeitig konnen sich idealisierte Darstellungen negativ auf den Selbstwert sowie das Kor-
perbild auswirken, insbesondere bei jungen Frauen. Dies kann bspw. verbunden sein mit rest-
riktivem Essverhalten, bis hin zu Symptomen von Essstérungen, oder problematischen Kérper-
idealen (Capraro et al., 2025; de Valle et al. 2021; Holland & Tiggemann 2016; Mingoia et al.
2017; Saiphoo & Vahedi 2019; Thompson & Harriger 2023; Vandenbosch et al. 2022; Verduyn
2020). Jugendliche sind aufgrund des laufenden Entwicklungsprozesses besonders vulnerabel
(Raki¢, et al. 2024).

Die Nutzung von Sozialen Medien ist mit kiirzerem Schlaf und schlechterer Schlafqualitat asso-
ziiert, insbesondere bei intensiver Nutzung sowie bei Nutzung kurz vor dem Schlafen oder in der
Nacht. Ausreichender und guter Schlaf ist ein Hauptfaktor fir eine gesunde Psyche. (Alonzo et
al. 2021; Ahmed et al. 2024; Brautsch et al. 2023; Capraro et al., 2025; Han et al. 2024; Merin
et al. 2024; Yu et al. 2024).

Die Sozialen Medien sind darauf ausgelegt, Aufmerksamkeit zu erregen und Engagement zu
fordern. Die Algorithmen personalisieren die angezeigten Inhalte und priorisieren diese nach der
Wahrscheinlichkeit, Interesse zu wecken. Dabei bedienen sie sich auch Vulnerabilitaten. Dies
ist besonders problematisch flir gefahrdete Menschen, bspw. bei vorhandener psychischer Sto-
rung und Inhalten im Zusammenhang mit Suizid. Algorithmen verbreiten insbesondere affektive

" Im vorliegenden Positionspapier geht es um die Regulierung von Sozialen Netzwerken, d.h. digitalen Plattformen, welche algorith-
misch kuratierte Inhalte prasentieren, so u.a. Instagram. Die Nutzung von Smartphones und Messengerdiensten wie bspw. Whatsapp
und deren Effekte sind von den psychologischen Auswirkungen der Sozialen Netzwerke abzugrenzen und werden in diesem Dokument
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abgebildet.

Richtung des Zusammenhangs, d.h. dessen Kausalitat, ist wissenschaftlich nicht geklart. Es bleibt unklar, ob Personen mit psychi-

schen Problemen vermehrt Soziale Medien konsumieren, oder ob die Nutzung von Sozialen Medien psychische Probleme verursacht
(mehr dazu siehe weiter unten).

3 Als

intensive Nutzung wird eine haufige und zeitlich ausgedehnte Verwendung verstanden, welche als emotional bedeutsam angestuft

wird und fest im Alltag verankert ist.

4 Als

Radikalisierung wird im vorliegenden Dokument gewalttétiger Extremismus verstanden. Zugrunde liegen dabei Uberzeugungen

und Einstellungen, die den Einsatz von Gewalt als legitimes Mittel zur sozialen Veranderung auffassen. Es werden zum Erreichen der
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Gewalttaten verlibt, geférdert oder beflirwortet (Davies et al. 2016; der Bundesrat 2021).
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Beitrage und kénnen die Exposition gegenlber ideologischem Material erhdhen sowie zur Bil-
dung von Filterblasen, Echokammern und zur Polarisierung von Gruppen beitragen. (Akram &
Nasar 2023; Brady et al. 2017; Brady et al. 2020; Dekker et al. 2025; Firth et al. 2024; Flayelle
2023; Kaakinen et al. 2018; Knipping-Sorokin et al. 2016; Lehmann & Schréder 2021; Montag et
al. 2019; Mattiuzzo & Pedigoni Ponce 2024; Munn 2020; Nienierza et al. 2019; Rathje et al.,
2021).

o Soziale Medien kénnen bei intensiver Nutzung zu Informations- und Reizlberflutung fihren. Sie
kénnen negative Emotionen hervorrufen — und wenn man potenziell traumatisierenden resp. un-
angemessen Reizen ausgesetzt ist (bspw. bei Kriegs- oder Unfallaufnahmen), auch mit akuten
Stresssymptomen einhergehen. Weiter kdnnen sie von Erreichbarkeitsstress begleitet werden
sowie FOMO (fear of missing out) verstarken. Negative Konsequenzen kénnen erhohter Stress,
Schuldgefiihle, Angste und Gefiihle von Einsamkeit umfassen, was die psychische Gesundheit
belasten kann (Friedlingsdorf et al. 2025; Hall et al. 2021; Holman et al. 2013; Holman et al.
2019; Khetawat & Steele 2023; Malecki et al. 2023; Matthes et al. 2020; LaRose et al. 2014;
Robert et al. 2021; Wolfers & Utz 2022).

e Soziale Medien bieten Raume fir Cybermobbing, Hassreden und sexualisierte Gewalt. Cyber-
mobbing bringt allerdings meist keine Erhéhung der Falle mit sich, sondern klassisches Mobbing
verlagert sich in den digitalen Raum und wird dort verbreitet. Mobbing, Hassreden und sexuali-
sierte Gewalt kdnnen in Verbindung stehen mit einer Reduktion von Wohlbefinden und Lebens-
zufriedenheit, Depressivitat und Symptomen von Angststérungen, Suizidgedanken, Aufmerk-
samkeitsstorungen, soziale Ausgrenzung sowie Geflihle von Einsamkeit (Brady et al. 2021; Ca-
ceres & Holley 2023; Capraro et al. 2025; Chetty & Alathur 2018; Giumetti & Kowalski 2022;
Henry et al.2016; Olweus 2012; Quandt et al., 2022; Stahel & Baier, 2023 ; Worsley et al. 2017).

o Soziale Medien fungieren als gemeinsame Interaktionsrdume, in denen gerade Jugendliche
auch mit extremistischen Botschaften in Berihrung kommen kénnen. Indem Soziale Medien
Kontaktbarrieren senken und eine dauerhafte Exposition gegentiber extremistischen Ideologien
vereinfachen, kdnnen sie zur Radikalisierung von Jugendlichen beitragen. Extremistische Ak-
teure nutzen Plattformen zur Verbreitung von Propaganda sowie zur Selbstrekrutierung und be-
dienen sich dabei dem Geflhl der Gruppenzugehdrigkeit in virtuellen Gemeinschaften. Jugend-
liche sind aufgrund ihres Entwicklungsprozesses und psychosozialen Faktoren besonders vul-
nerabel. Dabei spielen u.a. ihre laufende Identitatsbildung, die emotionsgetriebene Verarbeitung
von Eindriicken, das Bedurfnis nach Zugehorigkeit und Anerkennung sowie die begrenzte Fa-
higkeit, manipulative Absichten zu erkennen, eine Rolle. Ferner bestehen altersspezifische Fak-
toren wie u.a. Impulsivitat, Risikobereitschaft, Gruppen-Orientierung, ideologische Formbarkeit
und das Bedurfnis nach Selbstwirksamkeit. Die Evidenz zeigt, dass Ergebnisse einzelfallspezi-
fisch und multifaktoriell bedingt sind. Sie hdngen von bestehenden Vulnerabilitaten, individuellen
Faktoren (bspw. ldentitatskrise, emotionale Dysregulation, geringe Medienkompetenz) und so-
zialen resp. kontextuellen Faktoren (bspw. soziale Isolation, Ausmass der Exposition) ab (Akram
& Nasar 2023; Brace et al. 2023; Cannard & Zimmermann 2025; Harris et al. 2014; Hassan et
al. 2018; Knipping-Sorokin et al. 2016; Lehmann & Schréder 2021; Moghaddam 2005; Morris
2016; Nienierza et al. 2019; PereSin 2014; Thompson 2011).

Die korrekte Einordnung dieser Zusammenhdnge und des Ausmasses ist dabei ausschlagge-
bend.

e Generell ist der gemessene Zusammenhang zwischen Mediennutzung und psychosozialen
Problemen meist gering ausgepragt. Die Studien geben Hinweise, dass die Nutzung von Sozia-
len Medien und psychische Probleme koexistieren — es gibt aktuell hingegen kaum Hinweise auf
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einen kausalen Zusammenhang, wonach die Nutzung psychische Probleme verursachen wirde.
Die bisherige Forschung hat die Nutzungszeit ins Zentrum gestellt. Neue Erkenntnisse zeigen,
dass dies nicht ausreicht und weitere Faktoren mitbertcksichtigt werden missen. Belastungen
entstehen nicht isoliert durch die Nutzung sozialer Medien, sondern durch das Zusammenspiel
von individuellen Faktoren (z. B. Alter, Geschlecht, psychische Vulnerabilitdten), sozialen Kon-
textfaktoren (z. B. Umfeld, Erziehung) und der Art der Nutzung (z. B: Ausmass, Art der Plattform,
Art und Qualitat der konsumierten Inhalte). Bei einer intensiven Nutzung Sozialer Medien zeigen
sich im Vergleich zur generellen Nutzung starker ausgepragte Zusammenhange zur psychischen
Gesundheit. Wahrend eine intensive Nutzung unter entsprechenden Voraussetzungen einen Ri-
sikofaktor fur psychische Probleme sein konnte, besteht auch die Mdéglichkeit, dass eine ent-
sprechende Nutzung ein Begleitsymptom anderer psychischer Stérungen darstellt (Achab & Bil-
lieux 2022; Ahmed et al. 2024; Barrense-Dias et al. 2024; Blanquer-Cortés et al. 2026; Boer et
al. 2021; Bozzola et al. 2022; Brailovskaia et al. 2025; Carli et al. 2012; Cingel et al. 2022; Fer-
guson et al. 2025; Firth et al. 2024; Ha et al. 2006; Keles et al. 2020; Kennard et al. 2025; Lin et
al. 2017; Monacis et al. 2017; Moor et al. 2020; Moss et al. 2023; Nguyen et al. 2025; Odgers &
Jensen 2020; Orben et al. 2022; Pieh et al. 2025; Poulain et al 2023; Przybylski et al. 2019; Sala
et al. 2024; Schmidt-Persson et al. 2024; Singh et al. 2026; Shoshani et al. 2024; Sticca et al.
2025; Valkenburg et al. 2021; Wei et al. 2012; Xiao et al. 2025).

Die problematische Nutzung Sozialer Medien hat sich in europaischen Landern bei ca. 5-10%
stabilisiert. Aufgrund inadaquater Definitionen und Messinstrumente sowie nicht reprasentativen
Stichproben werden diese Zahlen teilweise Uberschatzt (Amendola et al. 2025; Boniel-Nissim
2022; Casale et al. 2023; Delgrande Jordan & Schmidhauser, 2023; Marquez et al. 2025; Wil-
lemse et al. 2017).

Gesetzentwurf zur Plattformregulierung

Europaische Union hat 2022 mit dem Digital Service Act (DSA) eine umfassende Regulierung

digitaler Plattformen in Kraft gesetzt (Verbraucherzentrale 2024, EU-Kommission 2025a, EU-Kom-

mis

sion 2025b, EU-Kommission 2025c¢).
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o Der DSA verpflichtet Anbieterinnen von Kommunikationsplattformen zu Schutz und Trans-
parenz fir Verbraucher:innen.

e Inhalte mussen einfach gemeldet werden kénnen und von den Verantwortlichen der Platt-
form zeitnah verarbeitet werden. Der Entscheid muss begriindet und transparent sein. Es
muss ein Beschwerdeverfahren bereitgestellt werden. Entscheide der Beschwerdeinstanz
kénnen angefochten werden.

¢ Die Funktionsweise der Algorithmen, wie Angebote empfohlen und gerankt werden, missen
verstandlich angegeben werden und die Parameter mussen eingestellt werden konnen.

e Werbung darf nicht mehr auf Basis sensibler persénlicher Daten (u.a. politische Uberzeu-
gung, sexuelle Orientierung, ethnische Zugehdrigkeit) erfolgen. Werbung muss gekenn-
zeichnet sein und klare Informationen bieten, wer daflir bezahlt hat und warum sie angezeigt
wird. Plattformen fir Minderjahrige haben besondere Vorgaben, u.a. ein vollstandiges Verbot
zielgerichteter Werbung.

¢ Kommunikationsplattformen missen Massnahmen ergreifen, um minderjahrige Nutzer:innen
zu schutzen, wie zum Beispiel die Verringerung des Risikos der Exposition gegenlber al-
tersunangemessenen Inhalten wie Gllicksspielen oder Pornografie. Es werden auch starkere
Schutzmassnahmen fir Cybermobbing, -gewalt, und -belastigung eingefuhrt.
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e Mindestens einmal jahrlich missen sehr grosse Plattformen und Suchmaschinen Risiken
identifizieren und analysieren, die sich aus ihren Diensten ergeben, wie die Verbreitung ille-
galer Inhalte, Desinformation und Risiken flr den Schutz von Minderjahrigen. Sie missen
auch darlegen, welche Massnahmen sie ergriffen haben, um die festgestellten Risiken zu
mindern.

o Der Datenaustausch mit Behérden und der Forschung ist flr sehr grosse Online-Plattformen
Pflicht. Zudem wurde ein Whistleblower-Tool eingefiihrt.

o Die EU-Mitgliedstaaten mussen Stellen fur die behdrdliche Rechtsdurchsetzung benennen,
welche kontrollieren und Bussgelder verhangen konnen.

Der Bundesrat hat ein neues Gesetz Uiber Kommunikationsplattformen und Suchmaschinen erarbei-
tet und in die Vernehmlassung geschickt. Dies ist u.a. notwendig, weil eine proaktive, freiwillige Aus-
dehnung des DSA durch die Kommunikationsplattformen auf die Schweiz laut einer Studie von Eco-
plan als unrealistisch eingeschatzt wird (UVEK 2025, erlduternder Bericht zur Eréffnung des Ver-
nehmlassungsverfahren).

e Die Regulierung fokussiert auf den Schutz der Meinungs- und Informationsfreiheit der Nutzer:in-
nen und fordert mehr Transparenz bei der Entfernung von Inhalten und der Sperrung von Kon-
ten.

e Zum Schutz vor strafrechtlich relevanten Inhalten wie bspw. Verleumdung, Beschimpfung oder
Diskriminierung und Aufruf zu Hass muss ein niederschwelliges Meldeverfahren und ein Verfah-
ren zur Bearbeitung dieser Meldungen eingerichtet werden.

o Ferner werden Transparenzvorgaben fur Werbung und den Einsatz von Empfehlungssystemen
eingefuhrt. Dabei wird auch Berichterstattung und Datenzugang fur Verwaltung und Forschung
gefordert.

In der aktuellen Vorlage fehlt der Schutz der psychischen Gesundheit — insbesondere von Kindern
und Jugendlichen.

3. Schutz der psychischen Gesundheit in Sozialen Medien

Es braucht eine wirksame, zielorientierte Regulierung von Kommunikationsplattformen, welche die
psychische Gesundheit schitzt und es auch Kindern und Jugendlichen ermdglicht, sich mit grosst-
moglicher Sicherheit im digitalen Raum bewegen zu kdnnen.

e Ein Verbot ist nicht zielfiihrend. Die Nutzung von Kommunikationsplattformen wie Sozialen Me-
dien hat viele positive Effekte auf die Entwicklung von Kindern und Jugendlichen und einen ega-
litaren Effekt, da alle Zugang erhalten (siehe weiter oben). Eine pauschale Einschrankung des
Zugangs zu Sozialen Medien wirde diese Effekte verunmaoglichen und in das Recht auf Teilhabe
am digitalen Leben eingreifen. Weiter zeigt die Erfahrung, dass Verbote zu Umgehungen flhren
und Jugendliche auf weniger regulierte und potenziell problematische Alternativen ausweichen.

¢ Die differenzierten wissenschaftlichen Erkenntnisse verlangen einen differenzierten Ansatz. Psy-
chische Belastungen entstehen nicht isoliert durch die Nutzung sozialer Medien, sondern durch
das Zusammenspiel von individuellen Faktoren (z. B. Alter, Geschlecht, psychische Vulnerabili-
taten), sozialen Kontextfaktoren (z. B. Umfeld, Erziehung) und der Art der Nutzung (z. B: Aus-
mass, Art der Plattform, Art und Qualitat der konsumierten Inhalte). Eine zielfihrende Regulie-
rung nimmt sich dieser komplexen Ausgangslage an.

— Es ist folglich wichtig, dass einerseits Kinder und Jugendliche sowie deren Erziehungsperso-
nen (z.B. Eltern, Lehrpersonen) befahigt werden, sich mdglichst sicher in den Sozialen
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Medien zu bewegen. Andererseits missen die Anbieterinnen von Kommunikationsplattfor-
men die Verantwortung fur ihre Algorithmen und Inhalte Ubernehmen. Diese dirfen keine
schadigende Wirkung entfalten.

3.1 Regulierung von Algorithmen

Algorithmen durfen nicht langer darauf ausgerichtet werden, die Aufmerksamkeitsbindung und das
Engagement der Nutzer:innen zu maximieren, die Konfrontation mit potenziell traumatisierenden
Inhalten (bspw. Krieg, Unfalle, Suizid) zu verstarken sowie problematische Verhaltensweisen (bzgl.
Essen, Korperbildern, Selbstverletzung etc.) oder Hassbotschaften zu verbreiten. Dazu gibt es ver-
schiedene Massnahmen (siehe folgende Punkte, u.a. basierend auf Acquisti et al. 2020; Akram &
Nasar 2023; Dekker et al. 2025; Giraldo-Luque et al. 2020; Lewejohann & Luig 2024; Makarin &
Mandile 2025; Mattiuzzo & Pedigoni 2025; Morris 2016; PereSin 2014; Saletti & Van den Broucke
2024).

e Es mussen Transparenzvorschriften bestehen: Plattformen missen offenlegen, wie ihre Inhalte
gesteuert und kontrolliert werden.

e Nutzer:innen missen einfach und dauerhaft den Algorithmus personalisieren und dadurch ent-
scheiden konnen, welche Inhalte ihnen angezeigt werden. Es braucht ein «opt-in» anstelle eines
(theoretisch vorhandenen) «opt-outs». Gleiches gilt auch beziglich Werbung, denn personali-
sierte Werbung auf Sozialen Medien erhoht das Risiko flr impulsives resp. problematisches
Kaufverhalten (siehe dazu u.a. Gak et al. 2022; Zafar et al. 2021).

o Ausserdem mussen die Plattformen im Sinne von «Safe by Design» ausgestaltet werden: Dazu
braucht es u.a. eine Einschrankung der Algorithmen bspw. bezuglich der Engagement-Maximie-
rung (u.a. unendliches Scrollen, Autoplay), sodass kein Anreiz fir eine intensive Nutzung be-
steht. Manipulative Designtechniken, auch bekannt als «Dark Patterns», missen verboten wer-
den. Insbesondere Kinder und Jugendliche sollen nicht in der Verantwortung stehen, einen be-
wussten Konsum entgegen der technischen Ausgestaltung der Algorithmen durchsetzen zu
mussen.

e Ferner sollen positive Inhalte geférdert werden. Plattformen kénnen Inhalte, die Wohlbefinden
fordern (u.a. konstruktive und kreative Beitrage, Hilfsangebote), bevorzugt anzeigen und ge-
sunde Online-Communities schaffen (siehe bspw. MHA).

¢ Risikoanalysen mussen zur Pflicht werden. Zur Vermeidung schadigender Inhalte, GUbermassiger
Exposition und schadlichem Nutzer:innenverhalten missen Analysen durchgeflihrt und geeig-
nete Massnahmen wie bspw. zusatzliche Einschrankungen und Uberwachungen von Algorith-
men ergriffen werden.

3.2 Schadigende Inhalte und Verhaltensweisen
Zudem muss eine konsequente Kontrolle der Inhalte stattfinden.

o Radikalisierende, verstérende und schadigende Inhalte missen einfach und rasch gemeldet
werden kénnen. Plattformen sind zur raschen Uberpriifung und allfalliger Sperrung der Inhalte
verpflichtet. Darliber hinaus soll geprift werden, inwiefern eine proaktive, Kl-gestitzte Identifika-
tion entsprechender Inhalte mdglich ist.

o Bei Personen, die schadigende Inhalte oder Verhalten verbreiten resp. ausiben, mussen kon-
sequent entsprechende Massnahmen, in Extremfallen bis hin zu Ausschluss und strafrechtlicher
Verfolgung, ergriffen werden. Dafir missen die Anbieterinnen von Kommunikationsplattformen
zu einer konsequenten Identifizierung der Personen und einer vollstdndigen Kooperation mit
Strafverfolgungsbehdérden verpflichtet werden.
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Dies ersetzt die Massnahmen zu den Algorithmen (siehe 3.1) nicht, da eine Kontrolle immer erst im
Nachhinein erfolgt und verschiedene Herausforderungen (z.B. Subjektivitat, Deutungshoheit) mit
sich bringt sowie Systemeffekte vernachlassigt (siehe bspw. Louis-Sidois 2025). Zudem kann die
Verantwortung zur Moderation von Inhalten nicht auf Nutzer:innen, insbesondere nicht auf Kinder
und Jugendliche, abgewalzt werden.

3.3 Kontrolle und Verantwortung

Zur Umsetzung der geforderten Massnahmen sind Kontroll- und Sanktionierungsmaoglichkeiten not-
wendig. Zudem bestehen ein ausserordentlich hohes 6ffentliches Interesse und ein grosser Bedarf
fur einen Zugang der Forschung zu den Daten von Kommunikationsplattformen, damit die Effekte
Sozialer Medien verstarkt analysiert werden und zukiinftige Entwicklungen antizipiert werden koén-
nen (Fineberg et al. 2022).

e Die Forschung und unabhangige, klar definierte und transparente Kontrollinstanzen missen Zu-
gang zu Plattformdaten erhalten und die Funktionsweise der Algorithmen evaluieren und poten-
zielle Massnahmen den Behdrden vorschlagen.

¢ Anbieterinnen von Kommunikationsplattformen missen Massnahmen umsetzen und Schutz-
pflichten einhalten. Bei Versdumnissen sollen sie zur Rechenschaft gezogen und sanktioniert
werden kdnnen. Dazu braucht es eine rechtlich verantwortliche Vertretung der Anbieterinnen in
der Schweiz.

3.4 Pravention

Zu Pravention von intensiver Nutzung und potenziell schadigenden Konsequenzen braucht es di-
verse Aufklarungs-, Schulungs- und Sensibilisierungsmassnahmen (Nagata et al. 2025; Shi et al.
2022; Saletti & Van den Broucke 2024).

e Zur Pravention einer intensiven Nutzung bei Kindern und Jugendlichen sollen Schulungen im
Umgang mit Kommunikationsplattformen wie Sozialen Medien und zur Férderung von Medien-
kompetenz fir Kindern und Jugendlichen sowie deren Erziehungspersonen (Eltern, Lehrperso-
nen) stattfinden. Darlber hinaus braucht es Unterstitzungsstrukturen (bspw. niederschwellige
Beratung, konkrete Hilfe fur vulnerable Gruppen). Medien-, Schul- und Kinder- und Jugendpsy-
cholog:innen kénnen entsprechende Module durchfiihren und individuelle Beratungen anbieten.
Kinder und Jugendliche mussen ferner auch dazu beféahigt werden, Inhalte kritisch bewerten und
irrefUhrende Informationen sowie Propaganda erkennen zu kdnnen, was auch bei der Pravention
von Radikalisierungsprozessen eine Rolle spielt (Akram & Nasar 2023; Amit & Al-Kafy 2022;
Kops et al. 2025; Lehmann & Schrdoder 2021; Morris 2016; Miller & Bartlett 2012; Nienierza et al.
2019; Reynolds & Scott 2016; Van Eerten et al. 2017).

e Kampagnen zum Umgang mit Sozialen Medien und der psychischen Gesundheit im digitalen
Raum sollen die Bevolkerung auf die Thematik sensibilisieren. Auch Influencer und Content-
Creator sollen fur die Thematik sensibilisiert werden.

o Digitale Plattformdienste sollen sich finanziell an Praventions- und Schutzmassnahmen beteili-
gen.
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